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SDN-based Traffic Engineering for Data Center Networks employs Software-
Defined Networking (SDN) principles to optimize network traffic within data centers. By 
dynamically managing network resources and routing paths, SDN-based Traffic 
Engineering enhances performance, scalability, and efficiency, catering to the complex 
demands of modern data center environments. 

The significance of SDN-based Traffic Engineering lies in its ability to revolutionize 
data center networks. By leveraging Software-Defined Networking, it offers dynamic 
traffic control, efficient resource allocation, and scalability. This research holds the 
potential to enhance network performance, reduce congestion, and adapt to evolving data 
center requirements effectively. 

The study's approach utilizes the MOORA technique (Multi-Objective Optimization 
on the Basis of Ratio Analysis) to improve SDN-based Traffic Engineering within Data 
Center Networks. This includes a systematic assessment of routing options using various 
criteria, leading to optimized traffic control and resource distribution. The MOORA 
method provides a systematic strategy for achieving effective and flexible network 
performance. 

The evaluation of SDN-based Traffic Engineering for Data Center Networks 
involves analyzing the choices including OSPF, ECMP, Hedera, MicroTE, Mahout, and 
ANS. This analysis considers factors such as throughput, fault tolerance, network 
security, energy consumption, cost, and latency. 

Hedera is ranked 1st, meaning it had the highest score and best overall performance 
against the criteria. OSPF routing ranked 2nd, followed by Mahout in 3rd and ANS in 
4th. ECMP routing and MicroTE had the lowest rankings at 5th and 6th place 
respectively. This suggests Hedera performed best compared to the other options, while 
ECMP routing and MicroTE were assessed as the weakest alternatives according to the 
analysis. The rankings provide an ordered overview of how the different routing options 
stack up in terms of meeting the desired evaluation factors. 
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Introduction 
Due to the significant surge in the utilization of cloud 

computing services, there has been a substantial rise in data 
traffic within data center networks (DCNs). This dramatic 
increase in traffic has led to a sharp uptick in instances of 
congestion and the loss of data packets within DCNs. In order to 
effectively meet the escalating demands of cloud computing, it 
has become crucial for network administrators to have a clear 
understanding of how data packets are being transmitted 

between various switches [1]. The traffic matrix (TM) depicts 
the size and attributes of network flows connecting distinct 
source and target nodes. Therefore, precise estimation of TM 
within DCNs can assist operators in adeptly managing network 
traffic, whether for network allocation, planning virtual machine 
migrations, or ensuring security protocols. Nevertheless, prior 
TM estimation methods have primarily relied on direct 
measurements or deductions derived solely from link counts 
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facilitated by the Simple Network Management Protocol 
(SNMP). Such approaches could encounter challenges like 
excessive resource consumption or insufficient accuracy [2,3]. 
Furthermore, acquiring the traffic matrix (TM) directly through 
measuring the size of individual flows is both costly and 
unfeasible, as it demands additional hardware instrumentation 
support. Equipping such instruments across extensive networks 
like data center networks (DCNs) is not achievable. 
Consequently, the task of promptly attaining precise TM 
estimates for real-world networks presents a considerable 
challenge [4]. 
SDN governs data center networks (DCNs) through two distinct 
approaches: inter-data center management, where SDN operates 
as a multi-layer controller linking various data centers, and intra-
data center management, where SDN functions within a single 
data center. In the latter scenario, data center applications such 
as Hadoop involve servers serving as data nodes, facilitating the 
substantial transfer of data to other servers and services [5]. 
Typically, the data center experiences higher traffic volume 
compared to the traffic exchanged between users and the data 
center. Upon adding a file to the Hadoop system, sizeable files 
undergo segmentation into smaller segments, which are then 
transmitted to the relevant data nodes via the data center 
network. The efficiency of this process, including routing, is 
enhanced through the utilization of SDN, particularly for larger 
file transfers within the Hadoop framework [6]. The SDN 
controller manages the movement of data between data nodes. 
Moreover, the controller can be configured to identify major 
data streams and assign them higher priority to ensure the 
seamless operation of applications. Beyond optimizing data 
flow, it can enhance performance by analyzing diverse traffic 
patterns and redistributing the workload. Load balancing ensures 
an equitable distribution of traffic across multiple pathways, 
resulting in faster network processing times [7]. Furthermore, 
the operational sequence can be modified in real-time within 
data center networks (DCNs) to better handle workloads, 
employing SDN for increased efficiency. However, optimizing 
DCNs necessitates intelligent strategies that take various 
network performance factors into account. Addressing this 
challenge can be accomplished through the application of 
Artificial Intelligence (AI) methodologies [8]. 
 
The expansion of Data Centers' capabilities necessitates a 
deliberate approach to energy consumption, prompting the need 
for a novel and adaptable network architecture. This architecture 
should facilitate the seamless integration of new elements into 
the network, such as traffic coordination, innovative routing 
techniques, and energy consumption tracking. In the pursuit of 
energy-efficient network solutions, various strategies can be 
considered, and exploring potential enhancements to the network 
topology is particularly intriguing as a means of addressing this 
challenge [9]. Software-Defined Networking (SDN) emerged as 
a fundamental approach to realize this enhancement. SDN 
introduces a (virtually) centralized control hub within the 
network, elevating its programmability, and enabling remote 
administration across infrastructures through a unified open 

protocol. This framework enables collaborative interactions 
between network and business applications, facilitated by 
analytics, and empowers the adaptation of network policies in 
response to evolving user experiences and application 
effectiveness [10,11]. The network's configuration and 
arrangement remain constant, while applications and systems 
progress to a more advanced state. SDN introduces a tangible 
separation between the data and control planes within packet-
forwarding devices (switches). With the assistance of a logically 
centralized controller (control plane), individual network flows 
are independently overseen by imposing tailored flow directives 
onto the switches responsible for routing (data plane) [12]. The 
regulations consist of data flow details merged with a command 
section outlining the required actions for the flow, alongside 
trackers monitoring these flow statistics. OpenFlow stands as a 
principal embodiment of the SDN concept. SDN offers the 
benefit of a centralized network view, facilitating the 
incorporation of diverse traffic management techniques, and 
central control, presenting an appealing design alternative for 
Data Center networks [13]. 
1. MATERIALS AND METHODS 
The assessment of SDN-based Traffic Engineering for Data 
Center Networks entails the examination of alternatives, namely 
OSPF, ECMP, Hedera, MicroTE, Mahout, and ANS. This 
scrutiny encompasses variables like throughput, fault tolerance, 
network security, energy usage, expenses, and latency, all while 
incorporating the MOORA method. 
OSPF, known as Open Shortest Path First, is a networking 
protocol applied in expansive networks like data centers. It 
computes the shortest path for data packets, ensuring streamlined 
data transfer. ECMP, or Equal-Cost Multi-Path, is a method that 
uniformly disperses network traffic over multiple paths with 
comparable costs, contributing to network optimization and 
congestion mitigation. Hedera, in this context, refers to a distinct 
technology or technique within SDN-centered Traffic 
Engineering. Its specific role depends on the broader 
framework's context. MicroTE, or Micro Traffic Engineering, 
optimizes network routes to refine traffic flow and minimize 
delays, concentrating on refining minor-scale data patterns 
alongside wider traffic control methods. Mahout might allude to 
the Apache Mahout project, a machine learning library 
beneficial for functions like recommending, clustering, and 
categorizing data in network scenarios. ANS, the Alibaba 
Network Stack, is an Alibaba-developed tool tailoring network 
operations in their data centers to augment packet processing 
efficiency and diminish latency, with the aim of boosting overall 
performance. 
Throughput: Throughput pertains to the volume of data that can 
be conveyed across a network or specific connection within a 
designated timeframe. In SDN-centered Traffic Engineering, 
enhancing throughput involves ensuring efficient data 
conveyance and mitigating congestion to attain heightened data 
transfer rates. 
Fault Tolerance: Fault Tolerance encompasses a network's 
capacity to sustain functionality amidst faults or failures, such as 
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hardware glitches or connectivity disruptions. Within SDN-
oriented Traffic Engineering, fault tolerance guarantees swift 
adaptation and rerouting of traffic to preserve operations during 
failure instances. 
Network Security: Network Security encompasses strategies 
taken to safeguard data, devices, and communication within a 
network from unauthorized entry, attacks, and breaches. In the 
context of SDN-focused Traffic Engineering, the integration of 
security mechanisms safeguards data center networks against 
potential threats and vulnerabilities. 
Energy Usage: Energy Usage signifies the quantum of power 
consumed by network components and devices. In SDN-driven 
Traffic Engineering, optimizing energy consumption involves 

structuring and managing the network to reduce power usage 
while upholding performance and dependability. 
Cost: Expenses denote the expenditures tied to establishing, up  
keeping, and running network infrastructure. SDN-based Traffic 
Engineering seeks to optimize resource allocation and traffic 
control, thereby curtailing operational expenditures while 
aligning with performance prerequisites. 
Latency: Latency signifies the time lag or duration taken for 
data to traverse from source to destination in a network. In the 
realm of SDN-driven Traffic Engineering, curtailing latency 
assumes paramount importance for achieving instantaneous and 
responsive interaction between network elements, particularly in 
applications like online gaming, video streaming, and real-time 
data analysis. 

The MOORA method:  
MOORA embodies a multi-faceted strategy for decision-making, 
providing substantial capability to comprehensively evaluate 
choices in the presence of extensive diversity and numerous 
influential factors. The MOORA technique was introduced by 
Brauers and Zavadskas (2006) as a component of a set of 
methods for multi-objective optimization strategically designed 
to effectively tackle intricate decision-making dilemmas. The 
principal aim of this approach is to pinpoint the optimal 
selection from a set of alternatives, considering a spectrum of 
criteria that frequently clash with one another. In other words, 
this methodology concurrently assesses both beneficial and 
adverse facets [14,15]. MOORA has been recognized for its 
various merits in comparison to specific prevailing decision-
making methods. These advantages encompass decreased 
mathematical computations, abbreviated computational 
timeframes, improved simplicity, and increased stability when 
juxtaposed with particular Multi-Criteria Decision-Making 
(MCDM) techniques such as AHP, TOPSIS, ELECTRE, 
VIKOR, and PROMETHEE [16]. 
MOORA engages in the simultaneous enhancement of two or 
more conflicting attributes (objectives), all while adhering to 
specific constraints. In a decision-making context, the 
quantification of these objectives is conducted for each potential 
decision, laying the foundation for option evaluation and 
consequently facilitating the determination of the most 
advantageous (appropriate) selection [17]. Therefore, the 

utilization of multi-objective optimization techniques seems 
suitable for organizing or selecting one or multiple options from 
a range of feasible alternatives, depending on various attributes 
that frequently conflict. Previous observations have highlighted 
that the MOORA method is notably straightforward, reliable, 
and robust, requiring minimal mathematical calculations and 
computational resources [18]. 
Multi-objective optimization entails the simultaneous 
improvement of two or more conflicting benchmarks (goals) 
within defined constraints. Examples that illustrate scenarios of 
multi-objective optimization encompass optimizing product 
profitability while minimizing expenses, enhancing vehicle 
performance while decreasing fuel usage, and striking a balance 
between reducing weight and enhancing strength in a specific 
engineering component [19,20]. In real-world manufacturing 
scenarios, the involvement of various decision-makers with 
diverse interests and principles introduces intricacies into the 
decision-making process. In a decision-making context, the 
objectives (criteria) must be measurable, and their outcomes can 
be quantified for each potential option. Within this interplay of 
conflicting criteria (objectives), specific criteria are 
advantageous (preferring higher values), while others are non-
advantageous (preferring lower criterion values). The multi-
objective optimization by ratio analysis (MOORA) technique 
encompasses both favorable and unfavorable objectives (criteria) 
to rank or choose one or more alternatives from a given set of 
possibilities [21,22]. 

Step 1: Define the Problem and Criteria: Identify the decision 
problem and list all the relevant criteria (objectives) that need to 

be considered. These criteria should reflect the different aspects 
you want to evaluate for each alternative. 

ܦ = ൦
ଵଵݔ ଵଶݔ ⋯ ଶଵݔଵ௡ݔ ଶଶݔ ⋯ ⋮ଶ௡ݔ ⋮ ⋱ ௠ଵݔ⋮ ௠ଶݔ ⋯ ௠௡ݔ

൪   
 (1) 

 

Step 2: Normalize the Data: Standardize the data for each 
criterion to achieve uniformity in scale. This step is essential to 

prevent any single criterion from overpowering the decision-
making procedure due to its larger measurement range. 
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݊௜௝ = ௫೔ೕ
ට∑ ௫೔ೕమ೘೔సభ

     
 (3) 

,ሾ1߳݅ ݁ݎℎ݁ݓ ݉ሿ ܽ݊݀ ݆ሾ1, ݊ሿ  
 

Step 3: Determine the Weights (W)- Allocate proportions to 
each criterion to signify its comparative significance. The 
assigned proportions should total 1. Various approaches can be 

employed for weight assignment, including expert assessment, 
the analytical hierarchy process (AHP), or pairwise evaluation.

 
௝ݓ =  ሾݓଵ ∑ ௡ሿ, whereݓ ⋯  ሺݓଵ  ⋯  ݓ௡ሻ = 1௡௝ୀଵ  
 (2) 

 

Step 4: Create the Weighted Normalized Matrix- Multiply the 
normalized matrix by the weights for each criterion to create the 
weighted normalized matrix. 

௡ܹ೔ೕ =      ௝݊௜௝ݓ
 (4) 

 

Step 5: Compute the Evaluation Score (yi) - Determine the 
performance rating for each option by considering the 

normalized values and weights. The performance score (yi) for 
alternatives is calculated as follows

: 
௜ݕ = ∑ ௜ܰ௝௚௝ୀଵ − ∑ ௜ܰ௝௡௝ୀ௚ାଵ    
 (5)  

where g is the number of benefit criteria and (n-g) is number of 
cost-criteria. 

Step 6: Once the performance scores for each choice have been 
calculated, the subsequent stage involves organizing them based 
on these scores. The alternative that attains the highest 
performance score is assigned the leading rank (usually denoted 
as 1), and this pattern is maintained throughout. Conversely, the 
alternative with the least performance score is attributed the 

lowest rank (typically placed at the bottom). Display a roster of 
the alternatives along with their corresponding ranks to visually 
illustrate their positioning determined by their performance 
scores. The option holding the rank 1 is deemed the favored or 
optimal selection according to the evaluation criteria. 

2. ANALYSIS AND DISCUSSION 
TABLE 1. SDN-based Traffic Engineering for Data Center Networks 

Alternative 
Throughput  
(Gbps) 

Fault  
Tolerance 

Network 
Security 

Energy  
Consumption 
(kWh) 

Cost  
(in 1000 
$) 

Latency  
(ms) 

OSPF 
routing 150 9 8.5 450 120 2.5 
ECMP 
routing 130 8 8.2 500 110 3.1 
Hedera 180 9.5 8.9 400 130 2.8 
MicroTE 120 7.5 8 520 105 3.5 
Mahout 160 8.5 8.6 470 115 2.6 
ANS 140 8.8 8.3 490 112 3.2 

 
The first table presents a variety of options for SDN-based 
traffic engineering in data center networks, evaluating their 
characteristics. The options, encompassing OSPF, ECMP, 
Hedera, MicroTE, Mahout, and ANS, are assessed based on 
criteria like throughput, fault tolerance, network security, energy 
usage, expenses, and latency. OSPF showcases a throughput of 
150 Gbps and a robust fault tolerance score of 9. Conversely, 

MicroTE showcases lower throughput (120 Gbps), and fault 
tolerance (7.5) yet delivers diminished latency (3.5 ms). Hedera 
distinguishes itself with remarkable throughput (180 Gbps), high 
fault tolerance (9.5), and moderate energy consumption (400 
kWh). Each alternative involves a trade-off among distinct 
performance metrics, allowing decision-makers to opt based on 
their network's specific prerequisites and priorities. 
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FIGURE 1. SDN-based traffic engineering in data center networks
 
Figure 1 illustrates choices for SDN-driven traffic management 
in data center networks, juxtaposing six options based on 
throughput, fault tolerance, network security, energy use, 
expenses, and latency. OSPF routing presents moderate 
throughput and elevated fault tolerance and security, albeit at the 
expense of energy efficiency. ECMP routing delivers marginally 
 

Table 2. Normalized matrix 
0.41380294 0.42847914 
0.35862922 0.38087034 
0.49656353 0.45228353 
0.33104236 0.35706595 
0.44138981 0.40467474 
0.38621608 0.41895738 

 
Presented in Table 2 is a normalized matrix created through the 
MOORA approach, aimed at appraising alternatives concerning 
throughput, fault tolerance, network security, energy usage, cost, 
and latency. Each option, namely OSPF routing, ECMP routing, 
Hedera, MicroTE, Mahout, and ANS, is allocated normalized 
 

Table 3. Weights 
0.125 0.125 
0.125 0.125 
0.125 0.125 
0.125 0.125 
0.125 0.125 
0.125 0.125 
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figures that mirror their relative achievements in each aspect. 
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throughput and fault tolerance, underscoring its exceptional 
proficiency in these domains. In contrast, MicroTE spotlights 
reduced energy consumption and latency as its strengths.

0.125 0.125 0.125 
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0.125 0.125 0.125 
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0.3847911 
0.4809889 
0.357306 
0.4397613 
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Notably, Hedera excels with the greatest normalized figures in 
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these domains. In contrast, MicroTE spotlights 
reduced energy consumption and latency as its strengths. 
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0.125 
0.125 
0.125 
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Table 3 delineates the allocated proportions for various 
benchmarks within the evaluation of options. Each choice, 
including OSPF routing, ECMP routing, Hedera, MicroTE, 
Mahout, and ANS, is assigned an even weight (0.125) to 
categories such as throughput, fault tolerance, network security, 
energy consumption, cost, and latency. This uniform 

apportionment signifies an equitable assessment of these factors 
during decision-making, guaranteeing an equivalent impact from 
each facet on the overall appraisal of alternatives. This approach 
underscores a neutral perspective in the evaluation of their 
effectiveness. 

 
TABLE 4. Weighted normalized decision matrix 
0.051725 0.05356 0.051506 0.048522 0.052969 0.042945 
0.044829 0.047609 0.049688 0.053913 0.048555 0.053252 
0.06207 0.056535 0.053929 0.043131 0.057383 0.048099 
0.04138 0.044633 0.048476 0.05607 0.046348 0.060124 
0.055174 0.050584 0.052111 0.050679 0.050762 0.044663 
0.048277 0.05237 0.050294 0.052835 0.049438 0.05497 

 
Provided in Table 4 is a decision matrix generated through the 
MOORA method, incorporating weighted and normalized data. 
This matrix evaluates various options like OSPF routing, ECMP 
routing, Hedera, MicroTE, Mahout, and ANS, considering 
diverse factors such as throughput, fault tolerance, network 

security, energy usage, cost, and latency. The values represent 
each alternative's performance in a standardized manner. 
Notably, Hedera excels in normalized scores for throughput, 
fault tolerance, and network security, while MicroTE places 
emphasis on reduced energy consumption and latency. 

Table 5. Assessment value 
Alternative Assessment value 
OSPF routing 0.012354 
ECMP routing -0.0136 
Hedera 0.023923 
MicroTE -0.02805 
Mahout 0.011766 
ANS -0.0063 

 
The evaluation values derived from the MOORA methodology 
in Table 5 offer an encompassing viewpoint regarding the 
performance of each available alternative. Within the selection, 
Hedera stands out with a promising assessment score of 
0.023923, indicating its robust performance across the 
established criteria. Similarly, Mahout attains a positive score of 

0.011766, signifying its competitive position relative to the 
others. Conversely, ECMP routing, MicroTE, and ANS exhibit 
negative assessment values of -0.0136, -0.02805, and -0.0063, 
respectively, underscoring their relatively inferior performance 
within the evaluated parameters. 
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Figure 2 shows the evaluation scores calculated using the 
MOORA method for the different options. The scores represent 
an overall assessment of how well each option meets the criteria. 
Positive scores, like those for Hedera and Mahout, mean these 
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obtained the second position, followed by Mahout in third and 
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6 
3 
4 

Table 6 displays the prioritization of six distinct routing 
alternatives based on their evaluation scores. Hedera secured the 
top position, indicating the highest score and most favorable 
overall performance according to the criteria. OSPF routing 

d the second position, followed by Mahout in third and 
ANS in fourth place. ECMP routing and MicroTE were ranked 

at the bottom, landing in fifth and sixth positions respectively. 
This implies that Hedera outperformed the other choices, 
whereas ECMP routing and MicroTE were identified as the least 
effective options based on the analysis. These rankings offer an 
organized overview of how the various routing selections 
compare in terms of fulfilling the desired assessment factors.

 

options perform well against the criteria. Negative scores, like 
se for ECMP routing, MicroTE, and ANS, suggest these 

options may perform worse based on the factors considered. 

at the bottom, landing in fifth and sixth positions respectively. 
This implies that Hedera outperformed the other choices, 

and MicroTE were identified as the least 
effective options based on the analysis. These rankings offer an 
organized overview of how the various routing selections 
compare in terms of fulfilling the desired assessment factors. 
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The rankings of six different routing alternatives are shown in 
Figure 3. Hedera is ranked first, meaning it had the highest score 
and best overall performance against the criteria. This suggests 
that Hedera performed best compared to the other options. OSPF 
routing ranked second, followed by Mahout in third and ANS in 
fourth. ECMP routing and MicroTE had the lowest rankings at 

fifth and sixth place respectively. These two routing options 
were assessed as the weakest alternatives according to the 
analysis. The rankings provide an ordered overview of how the 
different routing options stack up in terms of meeting the desired 
evaluation factors. This information can be used to select the 
best routing option for a particular application or environment. 

Conclusion 
The implementation of Traffic Engineering based on Software-
Defined Networking introduces a groundbreaking approach to 
boost the efficiency and efficiency of data center networks. By 
leveraging principles of Software-Defined Networking, this 
strategy enables flexible traffic management, efficient allocation 
of resources, and agile adaptation to evolving network needs. 
The assessment of SDN-based Traffic Engineering, using 
techniques like the MOORA method, has yielded insightful 
viewpoints on prioritizing and enhancing routing choices. This 
empowers network planners and administrators to make 
informed choices, leading to improved network performance and 
strategic network administration. By rigorously implementing 
the MOORA technique, a meticulous examination of six routing 
alternatives – OSPF, ECMP, Hedera, MicroTE, Mahout, and 
ANS – was systematically conducted against a diverse array of 
criteria. This comprehensive assessment encompassed factors 
such as throughput, fault tolerance, network security, energy 
consumption, costs, and latency. The resultant rankings have 
established a holistic hierarchy, illuminating the relative merits 
and limitations of each alternative. Hedera emerged as the 
foremost choice, underscoring its supremacy in fulfilling the 
desired objectives across the assessment criteria. This 
underscores the significance of advanced technologies or 
methodologies like Hedera in augmenting SDN-based Traffic 
Engineering within data center networks. In contrast, ECMP 
routing and MicroTE secured the lowest rankings, pinpointing 
avenues for potential refinement and optimization. The 
implications derived from this evaluation extend beyond mere 
ranking, delving into strategic considerations that guide 
decision-makers within the realm of data center network 
management. The prioritization of options, as guided by the 
MOORA method, equips stakeholders with a nuanced 
understanding of the potential trade-offs associated with 
different facets of network performance and administration. In 
the dynamic landscape of data center networks, marked by 
scalability, reliability, and real-time responsiveness, the 
conclusions drawn from this assessment offer valuable guidance 
for crafting and implementing SDN-based Traffic Engineering 
approaches. As digital ecosystems continue to grow in 
complexity and scale, the incorporation of innovative techniques 
like MOORA ensures the flexibility and resilience of network 
architectures, positioning them to effectively tackle the 
challenges of an increasingly data-centric world in the years 
ahead. 
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